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AI-Driven Protection for Content and Models 

Abstract 

Addressing the urgent challenges of digital content authenticity and generative AI model security in the 

current AI era, we are dedicated to research topics of multimedia security and forensics, spanning from 

content to model. At the digital content level, leveraging AI, we develop techniques for detecting both 

superficial manipulations and sophisticated deepfakes in images, precisely pinpointing manipulated 

regions. This provides reliable technological means to ensure the authenticity and trustworthiness of 

digital content. At the model protection level, we integrate white-box watermarking mechanisms to 

safeguard against parameter tampering risks. Concurrently, we employ black-box watermarking 

technology to enable copyright tracing and infringement verification without disclosing the model's 

internal details. Through the synergistic integration of these two critical domains, we target at 

significantly enhancing the security assurance for both AI-generated content and AI models themselves, 

and establishing a robust security foundation and bolstering trustworthiness within the AI technology 

ecosystem. 


